* Quick Recap.
— Importance of Deductive and Inductive Logic
— Bayes’ theorem:Simple applications
— Parameter Determination and Hypothesis Testing
— Some useful distributions: Likelihood Functions

used in particle physics

* Today
— What are ‘good-estimates’ for a given distribution
— Parameter Determination and Hypothesis Testing
— Straight Line Fit and Outliers
— Error Determination, and Propagation
— Correlated Variables and Errors, error matrix
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 How do we know what estimate Is the best estimate?
— Assume probability is maximum for the best estimate

— Probability of points in nbd. obtained by making a Taylor
expansion about the max. probability

« P=P(X|{data},l), then best estimate of its value X, is obtained
by maximising L=In[P(X|{data};l)]

1 d°L
P(X |{data}, 1) ~ Aexp {E VE ‘xo

(X o Xo)2:|

d2|_ _%
o=|——5|; X=Xyo, bestestimateis X, and g is error
dX T
X0 (“68% chance that true value within this)
What if the distribution is asymmetric or multimodal ?
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* Apply this to the experiment : flipping the coin
P(H I{data}, |) oc H R(l_ H)N—R

—

Likelihood function

Gy R_N-R) g R
dH "o H,  1-H N

ﬂ‘ R (N-R)_ -N i \/Ho(l—HO)
dH® " HS (-H)" H,(L-H,) N

. 1 .
. width oc N Numerator maximum at H, = 0.5



» Assume data distributed according to a
Gaussian

— Calculate the mean and the error

— Common sense ‘mean’ _Zxk

dL N N
—1 =0 = X, =N — =— ) X
At o é K Hy Hy Né K
L $1 N

d,uz " - k:102 - 02
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 But we do not know o; two unknowns

1 N
Hy = _Zxk

S
i = u, *—— where 82——2(xk 1)°
* Binned datam N

> N X,
Ao — )
> N
K
an(xk /J)2
and S° =k L= Uy




For continuous distribution

n(x) x dx
yozj N and Szzﬁjn(x)(x—y)zdx

and N = j n(x)dx

* What if errors on each x, are all different
« Again use maximum likelihood
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 And If individual errors are different then

1 X, — 1)
P(X | t,0) = \/EeXp _( ‘ /:)

20,

1
_ k=1 _
& py =" where w, = —
Oy
2 W
k=1 :
Caution:
N _% Measured counting rate
g AL Z 1+ 1 in 15t hour and
& [ 'Llo_(klwkj 100 + 10 in 2" hour

Average counting rate?



» Other methods, examples

— Moments
o _ a+bcos® @
d cosd

b 5(3cos’® 1)
a  3-5cos°éH

1 1 &
0=— || —> (cos’ 8, —cos* @
Jn \/[n —1;‘( ‘ k)} Hypothesis

— Likelthood (normalization constant)

(1 (2o




 Least Squares Method

e Assume

— Each data point is independent
— Noise associated with experimental measurement
IS Gausslan 1 —_ (F, —D,)’ -

P(D, | X,I)= e
(kl ) Gk /7272' Xp 20k2

Fk:f(xik) €.0. f(x,k):y:mxk+c
Obtain set of

2
P(D, | X, 1) oc exp(—4-) values of X, the
? parameters, by

E_pD \ minimising.
;(Z:Z( - "j Useful for fitting
k=1\ O distribution
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o Straight Line Fit

Parameter estimation |/

Fig. 3.12 FIi;tIing a straight line to noisy graphical data. Z I\/I i n i m i Se to
>~ (MX +Cc=Y,) get values of
£ 2 m and c

k= Oy
* If Y, Poisson distributed, then 0,2 =Y,

(0 should be error on theoretical estimate or on
measured value?) s
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What If there are too many outliers?

Least-squares extensions
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Fig. 8.1 The problem of outliers: (a) a ‘well-behaved’ set of data; (b) a case where quirky things
occasionally happen. The least-squares estimate of the best straight lines is indicated by the dots,
whereas the corresponding results following the analysis in Section 8.3.1 is marked by the dashes

_ -
l-e 72

. Assumed a
Rk

lower bound

:(Fk_Dk) o ol

, P(O‘|60,|)=O_—(2) for o >0,

N
L =log,[P(X |D,I)]=c+>_log,
k=1

R

Oy
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* What do errors tell us? Why estimate errors?
— Usefulness of measurement (J/y mass=3.0969 GeV)

— the mean charged particle multiplicity
— Temperature

« Multiplicity distribution Is assumed Gaussian
— Peak Is the most likely value N
— 68.3 % probability that true value N, Is in the range
N,fo
— 90% confidence level that N, < N, + 1.28 ¢
— 95% confidence level that N, < N, + 1.64 ¢
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